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Abstract This paper presents our progress toward a user-
guided manipulation framework for high degree-of-freedom
robots operating in environments with limited communica-
tion. The system we propose consists of three components:
(1) a user-guided perception interface that assists the user
in providing task-level commands to the robot, (2) planning
algorithms that autonomously generate robot motion while
obeying relevant constraints, and (3) a trajectory execution
and monitoring system which detects errors in execution.
We report quantitative experiments performed on these three
components and qualitative experiments of the entire pipeline
with the PR2 robot turning a valve for the DARPA robotics
challenge. We also describe how the framework was ported to
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the Hubo2+ robot with minimal changes which demonstrates
its applicability to different types of robots.
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1 Introduction

We seek to create a user-guided manipulation framework for
high degree-of-freedom (DoF) robots such as humanoids
and mobile manipulators operating in environments with
limited communication. Application of our framework to
these robots is conducive to greater autonomy and enables
tasks ranging from home maintenance and care for the
elderly or disabled to disaster response in conditions that
are hazardous to humans. While a great deal of research
has explored methods for perception [12], error-recovery
[9], motion planning [12,27,28], and teleoperation [11,30]
for such applications, our goal was to unify existing algo-
rithms in a reliable general-purpose manipulation frame-
work.

This paper presents our progress toward such a frame-
work. We evaluate our framework by performing valve turn-
ing, which is one of the tasks required for the DARPA robotics
challenge (DRC) [17]. For a description of our DRC team’s
work on other tasks, see [15,22,33,37,43,54,55]. The valve-
turning task requires that a robot locate, approach, grasp, and
turn an industrial valve with two hands and thus presents a
challenging test case for our system due to the perception and
dexterous manipulation involved. Another core constraint is
the limited communications with the robot, making conven-
tional teleoperation infeasible.

Hence, the valve-turning task requires a straightforward
way for a user to command the robot to perform complex
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actions. These actions require accurate localization of the
valve relative to the robot, constrained motion planning
for closed-chain kinematic systems, and autonomous error
detection to report problems to the user. Thus, the system
we propose consists of three main parts: (1) a user-guided
perception interface which provides task-level commands to
the robot, (2) a planning algorithm that autonomously gener-
ates robot motion while obeying relevant constraints, and (3)
a trajectory execution and monitoring system which detects
errors in execution. Our goal was that all three of these parts
be usable on different robots in both the physical world and
simulated environments.

In the first component, a user roughly aligns a model of
the relevant object (e.g., a valve) to a pointcloud provided
by the robot’s sensors. While autonomous perception algo-
rithms have previously been applied for such tasks, they have
difficulty with highly unstructured environments and under-
specified tasks like those encountered in the DRC. How-
ever, given a good guess for the location of an object, these
algorithms can be quite effective. Thus, we use the iter-
ative closest point (ICP) algorithm [6] to “snap” a rough
user-generated alignment into place. Once satisfied with the
alignment, the user commands the robot to perform the
task.

The manipulation planning component of the system con-
sists of the CBiRRT algorithm [4], which is capable of gen-
erating constrained quasi-static motion for high-DoF robots.
Once a trajectory is constructed by the planning compo-
nent, it is executed by the execution monitoring compo-
nent. The monitoring component compares the execution
of the current trajectory to a library of previous execu-
tions of the same task (generated from previous runs) to
detect errors. This component uses dynamic time warping
(DTW) [48] to compute an error metric between trajectory
executions.

We have found that our user interface has a success rate of
97 % of finding the object’s real-world location, when given
a good user guess at the object’s position relative to the robot.
The planning algorithm we used successfully generated fea-
sible object manipulation trajectories under constraints 94 %
of the time within 25 s, and our trajectory execution error
detector correctly identified whether or not the valve was
successfully turned in 88 % of trajectories on the PR2 robot.1

The rest of the paper is structured as follows: Sect. 2 gives
a background on the relevant technologies and topics and
Sect. 3 describes the system architecture and components.
Section 4 shows the quantitative analysis of our framework
when applied on the PR2 robot and Sect. 5 shows the pre-
liminary results on the Hubo2+ robot. Section 6 describes
the extension of our framework to the Hubo2+ humanoid

1 A video of the framework in operation can be seen at: http://www.
youtube.com/watch?v=xRcUO2mXt3s.

robot. In Sect. 7, we discuss future work and finally Sect. 8
concludes the paper.

2 Background

2.1 Service-oriented architectures

A service-oriented architecture (SOA) is a system architec-
ture that consists of discrete software modules that commu-
nicate with each other. SOAs have become a popular choice
for robotics since they allow the software to be highly mod-
ular and adaptive [41]. There are many options for SOAs
currently available today, including Microsoft Robot Design
Studio (MRDS), Joint Architecture for Unmanned Systems
(JAUS), Hierarchical Attentive Multiple Models for Execu-
tion and Recognition (HAMMER) [46], and Robot Operating
System (ROS) [42].

ROS was chosen for this work due to its extensive
proven ability on the PR2, a high-DoF robot with two
arms and a mobile base. ROS has also been applied
to more anthropomorphic humanoid robots such as the
Nao [1], Robonaut 2 [19], and TU/e TUlip [25]. Addi-
tionally, ROS was chosen for its built-in visualization
tool (RVIZ), which allows for fast user interface devel-
opment, integration with a simulator (Gazebo) [29] for
both physics and sensor simulation, and a large reposi-
tory of open-source code. For more information on robotic
frameworks, both free and commercially available, please
see [14,24]. To the best of our knowledge, there is no
available framework for high-DoF robots, unlike UAVs or
rovers, that is tailored for user-guided object manipulation
in unstructured environments with limited connection to the
robot.

2.2 Low-bandwidth communication

Low-bandwidth communication covers a broad range of
research, which can be categorized by the amount of delay
that the system attempts to handle. Typically, these categories
are roughly 0–2, 2–10, and greater than 10 s latency [8]. For
example, many systems that operate between 0 and 2 s of
latency are surgical systems. Such systems can even oper-
ate across distant locations [32]. Latency greater than 2 s is
typically found in research related to earth orbit or farther
systems, such as Lunar robots [8,40]. Latency greater than
10 s extends even farther including the Mars rovers, which
have a delay of many minutes [7]. Low bandwidth can also
necessitate dynamically assigning resources between robots
in order to function in the limited communication environ-
ment [45].

Highly unstructured disaster environments provide a chal-
lenge where communication can be difficult due to the
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Fig. 1 System diagram
showing data flow through the
framework

unknown properties of the building materials, making trans-
mission and reception of signals unreliable [36]. The frame-
work we create is meant to operate with a latency between 0
and 5 s, with packet loss that will be analogous to communi-
cation in a demolished building. To address the shortcoming
of ROS when used over degraded networks, we have created
datalink software designed to ensure reliable communica-
tion with the robot. Additionally, in order to compensate for
the poor communication link, our datalink software allows
the user to dynamically adjust the bandwidth used by each
sensor’s data.

2.3 Robot teleoperation

There have also been many architectures that attempt to
tackle the problem of manipulation performed by a robot
with a mobile base [26]. The problems present in these mobile
manipulation tasks include where to place the robot in rela-
tion to the object to be manipulated [51], how to grasp the
object [35], and how to plan the robot’s movements [4]. This
framework is designed for a mobile robot manipulating an
object whose general shape, but not size and location, is
known a priori. Due to these unknowns, the framework must
be able to place the robot in a location, where the object can
be manipulated, grasp locations must be determined, and tra-
jectories must be generated dynamically for an object whose
size and pose are unknown before being specified by a user.

High-level supervision [20] has become a popular way of
controlling mobile robots compared with conventional tele-
operation or full autonomy. This shift has happened due to a
variety of reasons, including the difficulty of the perception
problem, issues with navigating in an unstructured environ-
ment, and problems that arise when attempting to teleoper-
ate a high-DoF system such as a humanoid [8]. In high-level
supervision, the robot performs autonomous actions that are
specified by a user to overcome these challenges. The role of
the user has therefore shifted from an operator, who dictates
every movement, to a supervisor, who guides at a high-level
[49]. This approach is often used for unmanned systems con-
trolled from a central command post [3,23,34]. The user will
act as a supervisor when using our framework by specifying
the pose of an object to be manipulated. Traditional teleop-
eration would be challenging for the tasks we consider due

to the many DoF to control and the latency and packet loss
when communicating with the robot.

3 Architecture

Our framework, shown in Fig. 1, is implemented using ROS
[42] for communication with the robot and the user inter-
face, and OpenRAVE [18] for motion planning. The frame-
work consists of a set of modules that provide data aggrega-
tion, user interface, motion planning, and trajectory execu-
tion. Below we describe each module in Fig. 1.

3.1 Data aggregation

The primary function of the data aggregation package is to
format data coming from the robot. The data aggregation
package takes in sensor data, which varies depending on the
robot, and re-publishes it in a standard format so that the
framework can be easily implemented on a variety of robots.
As shown in Fig. 1, data aggregation is the only component
of the framework that receives data such as pointclouds and
values from accelerometers and encoders directly from the
robot’s sensors. This design allows the system to be highly
modular and quickly adapted to different robots, including
switching between robots operating in real and simulated
environments. If necessary, this component can be recon-
figured during operation to handle changes in the available
sensor data, such as changing which pointcloud sensor to use
throughout the system.

This package also provides synthesized information, such
as collision maps and object proximity, that is derived from
raw sensor data. This information synthesis is performed
onboard the robot to reduce the need for communication. For
instance, depth images generated from downsampled point-
clouds reduce the data transmission need by nearly 90 %. For
more details on the implementation and performance of the
data aggregation system, see [39].

3.2 User interface

Due to the difficulty of autonomous perception, we created
a graphical user interface (GUI) to aid in the detection of
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(a) Misaligned Marker (b) ICP-Aligned Marker

Fig. 2 Iterative closest point being used to align an object in RVIZ. a
The object before ICP has been run, b the final translation after ICP has
finished

objects. Using the GUI, as shown in Fig. 2a, the user manipu-
lates an interactive marker [21] to hint at an object’s location.
The interactive marker displayed to the user can be a rectan-
gle, disk, or a triangle mesh. Object alignment is then per-
formed using the ICP algorithm which minimizes the error
between two specified groups of points. ICP is a standard
algorithm for computing the alignment between 3D shapes,
and an easy-to-use implementation is provided in PCL [44].
ICP “snaps” a given input to the target world, as shown in
Fig. 2b, by iteratively computing the best alignment between
points on the surface of the object model and nearby points
in the pointcloud. To decrease computation time, we use a
bounding box to extract a subset of the pointcloud that is near
the user’s guess.

In addition to user input and feedback, the GUI controls
data flow over the unreliable link to the robot. Data from the
robot is transmitted only when specifically requested to min-
imize communication. This architecture takes advantage of
the assumption that the robot inhabits a largely static envi-
ronment, such as the DRC’s valve-turning task.

3.3 Motion planning

The motion planning component generates collision-free
manipulation trajectories for high-DoF robots which respect
balance and end-effector pose constraints. The initial place-
ment of the robot is critical to the resulting motion. Indeed,
the robot must be able to reach and manipulate the object
for the entirety of the task while maintaining balance, avoid-
ing self-collisions, and collisions with the environment. For
each manipulation task, initial and goal configurations are
first computed using inverse kinematics.

The second phase consists of planning trajectories betw-
een the current configuration and the inverse kinematic solu-
tions. This step is performed by the CBiRRT algorithm
[4], which is capable of generating constrained quasi-static
motion for high-DoF robots with balance constraints. While
a number of motion planning algorithms are capable of plan-

ning constrained motion [50,53], we chose CBiRRT for its
explicit incorporation of balance and closed kinematic chain
constraints in addition to support for end-effector constraints.
All three types of constraints are essential to the valve-turning
problem—without any one of them, the robot would fall over,
fail to turn the valve, or damage itself. CBiRRT generates
collision-free paths by growing rapidly exploring random
trees (RRTs) in the configuration space of the robot while
constraining configurations to configuration-space manifolds
implicitly defined by the constraints.

3.4 Trajectory execution

The trajectory execution package executes a planned trajec-
tory and detects errors encountered during execution. For
this error detection, trajectories are recorded during execu-
tion using only the data available from joint encoders. No
other contextual data, such as the output from the planner or
the pose of the object being manipulated, is required.

Errors in trajectory execution are identified by using the
dynamic programming technique Dynamic Time Warping
(DTW) to match executed trajectories against a library of
known successful and unsuccessful trajectories. DTW itera-
tively calculates the best alignment between elements of two
or more time sequenced data [48] and produces a metric that
quantitatively represents the similarity of those sequences to
each other. DTW has previously been applied to the problem
of assessing similarity between trajectories [5]. In our frame-
work, DTW provides a distance metric between end-effector
pose trajectories, allowing the trajectory execution system
to find the closest trajectory in the library. To account for
trajectories significantly different from those in the library,
cases in which the computed DTW metric is greater than an
experimentally determined threshold can be automatically
identified as error conditions.

This method of error detection using DTW is well suited
to our task as it requires no complex visual feedback and
no special sensors and is thus applicable to a wide range of
robots using only the data already available from basic joint
encoders. In particular, this method is appropriate for the
DRC where it may not be possible to determine the state of
the valve through other means. However, the method may not
generalize well to tasks where a library of executions would
be difficult to generate (e.g., if the shape of the object is
completely unknown). For our testing, we used this approach
to determine whether the valve manipulated by the PR2 was
successfully turned.

3.5 Teleoperation datalink

To support operations in environments with limited band-
width and unreliable networks, we have developed a set of
ROS tools specifically for communications in networks with
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(a) PR2 in RViz (b) PR2 in OpenRAVE (c) The real PR2

Fig. 3 The PR2 Robot as seen in a the RVIZ visualization engine performing valve alignment, b OpenRAVE for motion planning, and c the real
world performing valve turning

low bandwidth, dropouts, and high latency. Our teleoperation
link package consists of a number of tools based on those
provided by the topic_tools package built into ROS, with
several improvements and extensions to enable higher reli-
ability, simpler configuration, and use in single-master and
multi-master systems. Our teleoperation datalink software is
available as an open-source ROS package [39].

In particular, the primary components of our teleoperation
datalink system are relays and rate controllers that allow fine-
grained control over the network demands of our system. A
set of generic relays, suitable for all ROS message types, is
provided to handle relaying data over an unreliable network
link. These relays extend the simple equivalents provided in
ROS with automatic detection of network problems, notifi-
cation and warnings to the user, and automatic recovery of
broken network sockets. These relays enable reliable ROS
datalinks that are robust to network dropouts.

Our teleoperation link software provides both a set of rate-
limiting repeaters and a ROS service API for rate control.
Using the rate-limiting repeaters allows for data published at
a “native” rate of 200 Hz onboard the robot to be forwarded
to the user’s workstation at a low rate of 10–20 Hz, reduc-
ing network demands and data usage. Additionally, the same
repeaters provide for single-message requests for data that
will not be streamed continuously. The service API provided
allows for the integration of rate and request control within
other software, such as sensor drivers, to remove the need for
a dedicated rate-control node. An RVIZ plugin in our user
interface, shown in Fig. 7, provides a simple GUI for a user
to modify the rate at which the sensor data are transmitted.

4 Framework validation

The framework we have developed allows for a user to hint
at the location of an object in the world and have the robot
approach and manipulate the object. In order to perform this

Fig. 4 Successful alignment of a rectangular interactive marker to a
ladder rung using ICP

action, we must determine the pose of the object, generate
a trajectory to manipulate it from a start configuration, and
monitor the trajectory for errors during execution. We per-
formed quantitative experiments on the aforementioned com-
ponents of the architecture separately, and qualitative tests of
the entire framework using a Willow Garage PR2 perform-
ing the valve-turning task both in simulation and in the real
world. The PR2 is a large mobile manipulator with two seven-
DoF arms, a sensor head, and a holonomic mobile base. The
robot is equipped with cameras, depth sensors, and an IMU.
The main stages of our framework using the PR2 are shown
in Fig. 3.

4.1 Object alignment

To enable semi-automated testing of ICP object alignment,
the user interface provides an option to automatically gener-
ate “noisy” object alignments. We used this automated tester
to evaluate the valve alignment system by randomly perturb-
ing the valve’s position. The “error” of each simulated user
guess, E is calculated by adding the total translation offset,
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Fig. 5 Success rate (final error
less than 0.3 units) of ICP to find
the actual valve position given a
randomly generated perturbation
in the value’s position

Et , to the total rotational offset, Eq . The true position of the
valve is denoted as Vo = [Xo, Yo, Zo] and the guessed posi-
tion of the valve is denoted as Vg = [Xg, Yg, Zg]. The total
translation value Et is calculated as the Euclidean distance,
in cm, between the two frame origins. Each valve’s pose also
contains a quaternion of the form (x, y, z, w) that represents
its orientation in space. The difference in angle between the
quaternion representing the valve’s position and the guessed
position, Eq , is calculated using the equation below:

Eq =arccos(2∗((xo∗xg)+(yo∗yg)+(zo∗zg)+(wo∗wg))
2−1)

(1)

Figure 5 shows the success rate of 450 sample alignments
with random perturbations, where success is defined as a
final error of less than 0.3 units. The “user guess error” is
the amount of error introduced by the automated tester. We
qualitatively categorized the 450 sample alignments: one to
five error units was considered a “good” user guess, six to ten
error units was considered an “acceptable” user guess, and
eleven to fifteen error units was a “poor” user guess. ICP was
capable of producing a successful alignment 97 % of the time
for a good guess, 79 % of the time for an acceptable guess,
and 58 % of the time for a poor guess. The number of ICP
iterations, 500, remained constant throughout all tests. This
number of iterations was determined so that ICP returns with
a new valve alignment in under 1 s; however, the number of
iterations can be increased, allowing larger transformations
to be found at the cost of longer runtime.

To further test the alignment system, we created a scene
with different items that would require object alignment for
manipulation. These items included a ladder, valve, cinder
block, cutting tool, and a door with a handle. The interactive
marker can be a rectangle, a disk, or a user-specified mesh to
better represent different objects in the scene, and aligning to

those objects was tested using ICP. Figure 4 shows the ICP
output of an alignment to a ladder rung using the system.

4.2 Motion planning

We tested the CBiRRT trajectory planner’s performance with
the constraints described in Sect. 3 with a range of valve
poses. For each test run, we defined six pose constraints
and two path constraints in the CBiRRT framework. For the
valve-turning task, we designed a path that consists of four
trajectories:

1. From initial pose (init) to valve grasping configuration
(start),

2. From valve grasping configuration (start) to the configu-
ration right after turning the valve 45 degrees clockwise
(turned),

3. From turned back to start, and
4. From start back to init.

Init, start, and turned configurations are shown in Fig. 6.
Starting with a known successful valve pose, we generated

random valve poses with rotational offsets ranging from zero
and 85 degrees and translational offsets between 0 and 0.1 m.
These randomly generated poses were first validated by the
inverse kinematics (IK) solver to ensure that the start and
end configurations necessary for the robot were feasible; 422
poses were confirmed by the IK solver and used for testing. Of
these 422 poses, the trajectory planner succeeded in planning
all four trajectories 94 % of the time. The planner was given
a maximum time of 25 s to plan each of the four trajectories.

4.3 Trajectory execution

To test the trajectory execution system, we generated a library
of known valid and invalid trajectories. Valid trajectories
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Fig. 6 Configurations for
valve-turning path

(a) Initial Configuration (b) Start Configuration (c) Turned Configuration

were those in which both hands maintained a grasp on the
valve throughout the entire trajectory, and invalid trajectories
were those in which either hand failed to grasp or lost grasp
of the valve in mid-turn.

We manually created an initial library of 22 known valid
and invalid example trajectories by providing correct and
incorrect alignments of the valve to the planner and tagged
the resulting trajectory as either successful or not. The library
was then grown to 526 trajectories through further exper-
iments. In these experiments, we introduced random rota-
tional noise between 0 and 10 degrees and translational noise
between 0 and 0.025 m. These values were selected to rep-
resent reasonable valve misalignments given the observed
noise and error of the sensors on the PR2. Also note that
our data compression system induces errors no greater than
0.02 m. The executions of these trajectories were tagged by
hand. This process could be accelerated using a ground-truth
metric (e.g., an encoder that measured the true position of
the wheel) to provide automatic tagging of examples.

In our framework, DTW is sufficiently fast to enable
online evaluation of individual trajectories. Each evalua-
tion against the 526-element library is completed in less
than 4 s, whereas execution of the actual trajectories requires
approximately 32 s. We performed leave-one-out testing of
the library itself, in which each trajectory in the library was
compared against the other trajectories in the library to test
the ability of the error detector to correctly identify if an error
was encountered. This testing resulted in an overall correct
identification rate of 88 %. Of the trajectories identified as
successful, 10 % of these trajectories were actually unsuc-
cessful. Of the trajectories identified as unsuccessful, 16 %
of them were actually successful. This discrepancy between
identification rates is acceptable because the cost potentially
incurred from a false-negative identification (which would
result in a retry of the alignment and planning) is signifi-
cantly lower than that from a false positive (which would
result in prematurely terminating the valve-turning task).

4.4 Communications link testing

The communications link serves two distinct functions: lim-
iting the bandwidth used to send sensor data from the robot to
the operator(s) and ensuring that the communication between

robot and operator(s) is maintained despite degraded net-
work conditions. These degraded network conditions include
low bandwidth (down to 100 Kbit/s), high latency (up to 1 s),
packet loss, and periodic dropouts.

In order to test the bandwidth limiting capabilities, data
from different sensors on the robot was streamed through the
link at their default rate and downsampled to a rate specified
by a user. The streamed sensor data included data from joint
encoders, force-torque sensors, tilt sensors, and an RGB cam-
era. Table 1 shows the bandwidth used by the data of different
sensors after they have been downsampled by the communi-
cation link. The rate at which the sensor data is transmitted
can be increased or decreased through a RVIZ plugin shown
in Fig. 7.

To test the resiliency of our communications link soft-
ware, we simulated network conditions using the Dummynet

Table 1 Data rate and bandwidth of sensors after the communication
link

Sensor Rate (Hz) Bandwidth (Kb/s)

Joint states 20 210

Force/torque sensors 20 60

IMU and tilt sensors 20 161

Camera color—compressed 30 160

Camera B & W—compressed 30 100

Fig. 7 The RVIZ plugin that allows the user to control the data rate of
the robot’s sensors through the graphical user interface
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Fig. 8 The Hubo2+ robot turning a valve (a) and shown in RViz (b)

traffic shaping tool [10]. Our communications link success-
fully transmitted camera images in conditions ranging from a
best case of 1 Gbit/s with minimal latency (less than 1 ms) to a
worst case of 50 Kbit/s with latency of 5 s, packet loss of 25 %,
and periodic dropouts of up to 20 s. In these network con-
ditions, our communications link significantly outperforms
the tools built into ROS; at 1 Mbit/s our software provides
approximately one-and-a-half times as many images per sec-
ond, at 100 Kbit/s two times as many, and at 50 Kbit/s three
times as many. As expected from these tests, our communi-
cations software performed reliably at the DRC Trials, where
bandwidth was limited between 1 Mbit/s and 100 Kbit/s with
latency of 100 ms to 1 s.

4.5 Full framework testing

In order to test the operation of the entire framework, we
ran 20 complete test cycles. Each test cycle consisted of
three major steps: (1) we manually drove the PR2 to a
random location in the room from where it could see the
valve, (2) an expert user identified the location of the valve
using the GUI and sent the location of the valve to the
planning component, and (3) the PR2 approached the valve
autonomously, planned valve-turning trajectories, and then
executed those trajectories. For these tests, we created a valve
analog from a commercially available force-feedback racing
wheel.

The average time to run the entire framework from start to
finish was approximately two minutes. On average, turning
toward the valve and driving to a location where it could
be manipulated took 30 s, planning took 2–3 s, and turning
the valve took approximately 90 s. Of the 90 s spent turning
the valve, trajectory execution accounted for 64 s, trajectory

classification with DTW took 12 s, and closing and opening
the grippers accounted for the remainder.

Observed performance of the trajectory execution system
on the PR2 shows that false-negative identifications corre-
late with “borderline” trajectories. These trajectories, due to
a combination of compliance in the PR2’s arm joints and
inaccuracy in sensing, maintain a grasp on the valve in some
executions and slip off in others. In practice, these border-
line trajectories would be unable to turn a valve requiring
significant torque to operate.

5 Hubo humanoid implementation

Hubo2+ is a 130 cm (4′3′′) tall humanoid robot shown in
Fig. 8a. It was designed and built by the Hubo Lab in
the Korean Advanced Institute of Science and Technology
(KAIST) [13,31]. The Hubo2+ has six DoF in each leg, six
in each arm, five in each hand, three in the neck, and one in
the waist, with a total of 38 DoF.

For our testing, we use Hubo-Ach, a real-time control dae-
mon that uses a high-speed, low-latency IPC called Ach [16]
to communicate with controllers. All of the joint controllers
are independent processes and are able to be terminated at
anytime without adversely affecting the Hubo-Ach daemon.
Hubo-Ach implements a real-time loop in which all of the
motor references and state data are set and updated, respec-
tively. Communication with motor controllers is provided
over CAN.

5.1 Framework implementation on Hubo2+

Our framework required a small number of changes in order
to apply it to the Hubo robot. First, the data aggregation com-
ponent, which is the only component to receive data directly

123



Intel Serv Robotics (2014) 7:121–131 129

from the robot itself, needed to be changed to topics specific
to the Hubo robot instead of the PR2. The planning pack-
age was modified to account for a robot with balance con-
straints by adding a support polygon determined from Hubo’s
feet. Due to the difference in the two-handed workspace of
the Hubo robot compared with the PR2, Hubo was placed
30 cm from the valve instead of 50 cm and turned the wheel
18 degrees instead of 32 degrees. Finally, the model displayed
to the user in the GUI was updated. Figure 8b shows the Hubo
robot in the RVIZ environment with the user-guided local-
ization marker.

6 ROS–Ach Interface

To apply our framework written in ROS to the Hubo robot,
we created a ROS package, hubo_ros_core, to support the
Hubo robot. In particular, this interface is designed to abstract
Hubo-specific implementation details and provide a common
interface similar to that of other robots using ROS. Using this
interface, the same software we have developed for the PR2
can be used on a radically different robot.

Hubo_ros_core provides several infrastructure compo-
nents for working with the Hubo robot: common message
types, a direct interface for publishing robot state and joint
control, and a mid-level interface to execute actions on the
robot.

A package of message types, hubo_robot_msgs, pro-
vides standard communication messages for everything from
joint states to high-level actions such as pointing the head or
requesting a LIDAR scan. These messages provide a com-
mon baseline for all ROS software running on the Hubo robot
that allows them to share data and command actions on the
robot.

Low-level support for the Hubo robot in ROS is provided
by a bridge between ROS and Hubo-Ach, which provides
interfaces to the Hubo-Ach real-time layer. The interface to
Hubo-Ach provides both data out from the robot’s sensors
(joint encoders, force-torque, tilt, and IMU) and control in
to directly control joint positions. Using the data read from
the real-time layer, this package provides transformations
between all link frames on the robot. This allows for trans-
formation of data in one frame to another using existing tools
in ROS. In addition, the transforms enable visualization of
the robot in RVIZ, which forms the core of our user interface.

Support for mid-level execution, namely joint- and pose-
space trajectories, is provided in a set of packages. These
packages provide for trajectory execution using standard
ROS interfaces that allow our planning software, developed
for the PR2, to easily control the Hubo robot in a nearly
identical manner. Other high-level actions, such as pointing
the head of the robot to track a specific point or conduct-
ing a scan with the onboard sensors, are provided by these
packages. The aim of these packages is to provide a common

execution system for all higher-level actions and behavior
implemented for the Hubo robot that mirror those available
for other robots that support ROS. This commonality allows
for the easy porting of existing software to the Hubo, near-
identical interfaces between multiple Hubo variants, and a
familiar interface to new users.

Our interface, hubo_ros_core, is available as open-
source software and can be used with minor configuration
changes on any variant of the Hubo robot that supports the
Hubo-Ach real-time control layer [38].

We validated our system using the Hubo2+, as shown in
Fig. 8a, successfully replicating the PR2’s open-loop valve-
turning ability.

7 Future work

Our framework provides significant room for expansion to
the user interface, planning system, and trajectory execu-
tion monitor. The current interface provides neither a method
of searching for an object nor autonomous object detection.
Future versions will combine these with a variety of improve-
ments to increase user situation awareness.

Our current motion planning system is dependent on the
manual generation of both initial configurations and task con-
straints. Automatic generation of these is an important avenue
for further work. We would like to develop an automated con-
figuration predictor using human-agent knowledge transfer
techniques that have been shown to be effective for teaching
agents different types of tasks [2,52].

For trajectory execution, which is the final stage in our
system, we would like to extend our implementation to iden-
tify different kinds of error conditions. We intend to improve
the performance of the underlying DTW implementation
using a variety of established [48] and novel techniques
[47] to use not only larger trajectory libraries, but also to
increase the resolution at which we evaluate the trajectories
for errors.

8 Conclusion

In this paper, we have presented the foundation of a novel
framework for user-guided manipulation with high degree-
of-freedom robots in environments with limited communi-
cation. This framework includes techniques for object iden-
tification, constrained trajectory generation, and trajectory
monitoring. We presented a quantitative evaluation of all
major components in simulation, and qualitative experiments
on the framework as a whole. We found that the system
was effective at the valve-turning task on two very differ-
ent robots.
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