
Seeing With OPenCV
I m pl em e nti n g Ei ge nfa ce

fast month's' article exPlained
how the face recognition
method called eigenface works'
This month's article concludes
both the OpenCV series and the
eigenface topic with a detailed
look at a complete Progmm tor
implementing eigenface with
openCV.

r  rere's a br ief  recaP of ast month's
l{artlc e expla ning how eigenface
I lworks

Egenface consists oi iwo Phasesl
learning and recoqnt ion. In the earnrng
phase, you give egenldce one or rnore
face lmageg for each person yoLl want t

to recognize. These images are caled the
tra ning mages. n the recognlt0n pnase'

when you give e genface a face mage' t
responds by telling yo! whch traLn ng
mage s "closes{'to the new face inrage.

E genface uges the traln ng mages
to "learn" a face mode Thls iace

model ls created by apply ng a method
caled Prlncipa Components Ana ysrs

(PCA)to reduce the "dlmens ona ty" of
these images Eigenface def lnes mage
d mensional l ty as the n!mber of pixels

Ln an mage
The lower dimens ona ftY represen_

tal ion thal  eigenface fnds durng the
learnlng phase ls caled a slbspace n

the recognit ion phase, l t  reduces the

d mensionallty of the input mage bJ/
"projecting" it onto the sLrbspace it
found during learning "Projectng onto
a subspace' means f inding the closest
point n that subspace. Alter the

unknown face mage has been Project
ed, eigenface ca tLr ates the dlslance
between it and each lralnlng image. lts

nq lmage.  Yo!  can
then ook up which
person e igenface
dentlfied.

Setting
Up foq
Eigenface

In use, you' l
probably want to
combine eigenlace
wlth the face

presented in Palt 2
of thls series To
s mpLily the exam
ple code for this

l ' l l  b e  a s s u m  n g
you a ready have a
set of t raining
mages and a set

Ele E-dit Fqrmat !ie^ lLelP

1 s 1r'�1. pgm
2 s2 i t .pgn
4 s4,i 1. pgm

Ele Edit Fqrmat

1 s1.11. pgm
2 s2lL- pgn
4 s:lr i1. pgm
1 s1 ' JZ .  Pgm
2 s2  !2 -pgn
4 s4 i2 -pgn
1 sl.r3. pgm
2 s213 .p }n
4 s4//3. pgm
1 s1l4, pgn
2 s2/4. pgtr.
4 s4 /4 - Pgttl
1 s1./5. pgm
2 s2 /5 .pgn
4  s4 /5 .  pgm
1 s1 /6 ,  pgn
2 s216.pgtn
4  s4 /6 .pgn

a t  I  F o j e c r e d r e s r ' a c e r ,

iFrcuRE r. Th"
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rf test images. These face images must
I 6e exactly the same size,

FIGURE 3. The printusage 0
help€rfunction.

and cwEigerDecomposite ( ) ,
that are defined in cvaux.h.

The primary variables for
eigenface are defined at ines
8-15. One of the datatypes
here, qi,,t4a!, is one we haven t
used before. This ls OpenCV s matrix
datatype. A matrix contains a table of
data, arranged as rows and columns.

lf you only need to hold data
temporarily within your program, an
ordinary Cstyle array is usualy a l i t te
easier to use than c\/nlat. Butthe c\,l|ar
dataiype can be nlce when you want to
take advariage of OpenCV functions for
working with matix data. The ones we'll
use are Opencv's persstence functions.
With these, you can store matrix data
with a sing e line of code. Readlng it back
into your programs later i5 just as easy.
Here, l've used a C array for t\,vo varables
(f acelmgAra and eiga]1vectArr) and
c!.r4ar for several others.

The Min0 funct ion slmpy reads
the input string, then calls either the
leam0 method or the rccosnize 0
method. Figure 3 shows the
printusage ( ) helper function.

plintusraa l)

!  wo id  Pr in tusageo
: ]
:  p r i n t f ( ' l saqe r  e i qen face  <comand> \n " ,

valid comands are\n"
t r a i n \n , i

t

For the exampes in this artce, 've
rs€d a free, publjcly avallable {ace data
.ase the Ollvettl Research tab s (ORt)
:ace Database. The URL is isted in the
ieferences and Resources sidebar.

To set up for uslng eigenface, unzip
:ne ORL database in ihe same directory
.cu'l use to run eigenface. This data'
sase contains l0 face imaqes for each
rf 40 subjects. These are organized into
.10 d rector les, named s1's40. Each
jirectory contains 10 images, named
1 pgm 1o.pgm. Al l  the ORL images are
i  ready the same slze -  92 x 112 pixes.

You' l l  aso need iwo input f i les:
ira n.txt and test,txt, Flgure 1 shows an
?xampe of these lnput f i les. Both f l les
rse the same format: person number,
whilespace, path to image file.

You may have noticed that the fl6i
rhree telt mages are the same as the
lraining images. These are useful test
.ases, because eigenface should
always give the right answer when you
rsk it to recognize one of its tralning
mages. f lt doesn't, you know J/ou
lave some debugging to dol

To run the learnlng phase of this

at the command prompt. To run the
recognrron pnase, enrer

Source Code
Fgures 2-10 contain the complete

source listing for a basic elgenface pro
qram. To keep the presentaton simple,
I've omitted most of the effor checking.

The Top-Level Listing
Flgure 2 shows the top- evel source

sting for elgenface - a prograrn to earn
and recognze faces with opencv's
egenface methods. At line 4, it includes
cvaux.h. ljnt now, we've onLy included
cv.h and highgu.h But we l  use
two speciaLized functions for face
recognition, cvcalcEigenobjects ( )

FIGURE 4. The team0 function,
Thk function implcm€nts the
learning phasc of €i5€nface.

The Learning Phase
Figufe 4 shows the lea!11o

funci ion, which implements ihe
earninq phase as four steps:

1) Load the tralning data ( ine 6).

2) Do PCA on it to find a subspace
(l ine 16).

3) Project the training faces onto the
PCA subspace ( ines 20 29).

4) Save all the lrainlng information
( ine 32).

a) Eigenva ues
b) Eigenvectors
c)The average trainlng face image
d) Projected faces
e) Person lD numbers

The next four subsections ana yze each

: , / Io..l
I  n r r a i nFaces  =  l oadFace luqe ray ( " r r a i n . t x t " )  ;

i f l n r r a i n E a c e s < 2 )

!r fprintf (stderr,
2 or nore training fa€es\n"

L r  i l npu t  f i l e  co ! ! a i n6  on ry  t d \n i ,  nT ra i n races ) ,

r  / ' ,  d c  F .A  . n  : he  L :6L r r r , J  ! a . es

i  / ,  p r o j e c t
:, projectedTlalnFaceMa! = cvcreateMat (nTrainEaces, nEiqens, cv-32Fcr) ;

' _  f o r { i =0 ,  i < . r r a i nFaceE ;  i ++ )

: cvEigenDeconposite(
r r facehsalrlrl /
r  I  nE rgens ,

j eigenvectar!,

i pAwgrrar.Ing,
. 3  p ro j ec ted r ra i .EaceMa t>da ta , f l + i l nE i sens ) ;

Lh .  t : c09n i : i o f
, :  s t o reT ra in i ngDa tao ,
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loadtacerogA! Y()

int loadFacernqturay(char r firename)

l
F ! ! E t i m s l i s t F i r e = 0 ,
cha !  i hs r i l enane l5 r2 l ,
i n t  i . a ce ,  nFaces=0 r

' / . pc r :  r r r a  r np :L  r r 1 .

:  i n s f , i s tF i l e  =  f open ( f i l enane ,  ' r " ) ;

I  Hh i r e (  f qe t6 ( i nsF i r enane ,  512 ,  i nq l i s tF i l e )  )  ++nFa .es r

r  r e { i nd ( i nq l i s tF i r e ) ,

f ace rnga r r  =  { r p l l naqe  r i ) c va r l oc (  nFaces rs i zeo f ( r p l rmaqe  r )  ) ;

r p{sonNunTluthMat = cwcleateMat( !, nFaces, Cv 32SC1 );

for(iFace=or iFace<nFaces, rFace++)

r r  f s can f ( i ns l i s t r i l e ,
1s, pelsonNunrruthMat->data,i+iFace, imqF ename),

/ , /  1 . ad  rhe  i r c :  ! r aqe

i fac€rmgAlltiFacel = cvloadhase ( inqFi renane ' cv-loAD r&\GE-GFAYSCALE) ;

I

,  f c l ose l i ng l t s lF i l € ) ;

of these sieps in detal .

Loading Face lmages for
Training or Test

The loadFacelrcAray ( ) tUnctron
(Figure 5) loads face images and
person lD nurnbers for both the
learnlng and recognit ion phases.

The face images - assumed here
to be a the same size are stored
ln the globai variable facermgarr;
loadracelmqArray { ) returns the
number of face lmages loaded.

The person D numbers are stored n
a C!'lv1at varlable, personNludrruthl4at.
"Truth" here refers to the Al term,
"ground lruth."  l t  means the values n
thls variable are the true {correcq
va ues for each face image. During the
earnlng phase, lhose are the onytype
of person D numbers we have.
But during the recoqnit ion phase, the
program will have both ground truth
values Gpeclfied in the file test.txt) and
the outpui from e genface. Having
both alows us to eva uate how
welL elgenface does under varylng
condlt ons.

The crcrealeMal0 Tunclron -

cal led at l ine 16 - creates the
personNunllfrtbMat variabe. Th s func_
lion takes three parameters the number
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of rows, the number of columns, and
the datatype for the matrix. On a 32 bit
operating system, the datatype for a
matrix of int values ls cnr' 32sct. The s
here stands for "signed,'  and cl ndi
cates that the matrx has one channe.
(A rnatrlx can have up to four channes.
N/ultiple channek aLlow you to add a
third d mension to a matrix varlable.)

The 6dqat datatype rs a slrr.rch,
wlth the raw data stored in the struct
element dara; data ls de{ined as a
uion (the definltion is gven n the
CXCORE documentat ion),  with inr
data accessed as data. i .  L nes
22-23 show one way to access qnilat

values as offsets from the start ofthe
data buffer

N,4atrix rows are aigned to start
on four-byte intervals. The in-mernory
row width, ln bytes, is stored
in cviqat, srep, Since we're using a
four-b),te datatype with this matrlx
(and aso, slnce i t  has only one row),
we can gnore c\4taL. step. But, li you
create a matrix of, for exampe, char
data, you may need to take the steP
size into account when you access the
data eements.

Finding the PcA Subspace
The code to f nd ih€ PCA subspace

FIGURE 5.Ihe loadFaceln€Aray 0
function loads fac€ images and person
lD numbers for both the learning and

ls n Figure 6. l t  cal ls the bu l t ' in
Opencv f !nct ion for doing PCA,
cvcaLcEisenobjects 0, at lnes 27 36.
The remainder of dopcA0 creates the
output var iables thal  wi l  hold the PCA
results when ca{alcEiqenobj ects ( )

At Ine 8, the numbef of egenval
ues is set to one less than the number
of trainlng rnages. (As explained last
month, this is the maxmum number of
elgenvalues M/e can f ind.)

L n e s  1 1 - 1 5  c r e a t e  t h e  g l o b a l
lmage afray eigenvectArr. When
cv{alcEigenobj ects ( ) returns, each
image in this aray w lhold one eigenvec
tor, on€ "elgenface," in other words. Note
that these are floating-polnt images, wth
data depth = IPI,_DEPTH 32F.

At line 18, another matrlx s creai
ed eisenvalNlat. Th s matrlx w llhod
the elgenvalues. The eigenva ues are
foat ing-point numbers, and we only
need one channel for ths, so the
matrix type is gv 32!c1. That gNes us
a onechanne matr ix,  with 32bi i ,
floating polnt data values.

To do PCA, the dataset must tirst
be "centered." For our face images,
this means finding the average Lrnage
-  a n  m a g e  i n  w h c h  e a c h  P X e l
contains the average vaLue tot that
pixel across al face images in the
training sei. The dataset s centered by
subtracting the average face's plxel
values from each trainlng image.

You donl have to do thatyourself. lt
happens insde crcalcEigenobj ecls 0.
But you do need to hod onto the
average image, because you'll need it
ater to prolect the data. so you'l need
to alocate memory lor the average
image. The code for doing that s at
l lne 21. Note that -  l lke the elgenvec-
tors - this s a fLoatlng'point image.

The last step before cal l ing
clcalcEiqenobj ects ( ) is to prepare a
data structure ca led CL4emcliteria.
The flelds ln this structure speclfy terml_
nat ion cr i ter la for i teratve aqorthms
such as PCA. You can read more
about c\temcriLeda optons n tne
CXCORE documentation. Here, we can
s rnply tel it to compute each e genval
ue, then stop, slnce that's all we need,



FIGURE 6. doPca{) finds the
PcA subspace using Opencv!

cdaLcEigenobj ects o functlon,

The code for that is at  l lne 24.
Now that al l the output var iabes are

ready, we call cacalcEigenobj ecls ( )
to compute the PCA sLrbspace for the
training faces. The ast parameter,
eigenvalMat >da!a.fl, rs the po nter
to the data vaues in eigenva Mat.
Here, we use the data.f l -  f ied, not
dara. i ,  sncethis matr ix var iable holds
floating-point data.

Projecting the Training Faces
Now that you've found a subspace

using PCA, you can convert  the
training mages to points in this
subspace. As explalned ast month, this
step is ca led "prolectlng" the training
image. The Opencv funct ion for this
step ls caled crEigenDeconposite 0
(Figure 4. l ine 22).

The Opencv funcilon names are,
unfortunately, confusing. Not only is
the projectlon function oddly named,
but there's also a funct ion named
"EigenProjection" that doesn't project
mage data onto the subspace. n
fact,  l t  does the oppos te. t
restores {uncompresses) projected
data, turn nq i t  back lnto the or ig nal
image. The corect name for doing
that is Reconstruction, not Projectionl

v^  " l  nao r l  :  ^ : . o  i ^  n  ' t  t h .

projected training images. Lne 19 in
Figure 4 creates a matrlx for that
purpose The for loop, at llnes 20-29,
cals rEisenDeconposite 0 once for
each tra ning image.

Saving the Learned Face Model
The sma I bt of extra effort to

use OpenCVt cvnhr datatype rea ly
pays off when it comes time to save
the tralning datal F gur€ 7 shows the
.omp ete code for savlng allthe data
for your earned face representation
as an XML f ie using OpenCV s bul l t
in persistence funcuons.

At ine 7, the cal l  to
cvopenEileslorage ( ) opens an
XML f i le named facedata.xmL. The
last parameter to ihis funci ion
controls the access mode. Here, lt's

FctREt"r"-r'*"1,rsD"t. ( ) savAl
dll th€ data for the learned face
representatlon as 6n xML file using
oq94Yl!!ryr!:!rET9!!

cv slDtAGE VtRrTE, Wnrcn rneans ro
create (or overwrte)that f ie and open
it fof writing.

To write basic clanguage data -
integers, f loal  ng-point va ues, and
strings n XML forrnat, you can use
the function c\4,irite<datatpe> O.

For example, the cal to ot{riternt 0
at ine 10 wrtes the nLrmber of
eigenvalues as <nEigen92</nEigen?.

The really nice thing aboui using
OpenCV's persistence functions ls that
i t '5 just as easy to save comPlex
datatypes, such as dn image or matrx,

doPcA ( )

r i

I  CvTerncr i t€r iacarc l i f r i r ;
r  cvs ize facelngsize;

:  ,  /  . e t  t i e  nnhbe .  . f  . r q . r va l r es  t o  15 .
', 

nEigens = nTlainFaces-l;

l i  / /  a r r o .a te  Lhe  . i q : n?ec to r  anaqes
r i  f ace lmgs i2e , , i d t r r  =  f ace lnqa4 l0J  >$d th ;

L i  t ace rsss i ze .he i sh r  =  f acehqa f i l 0 l  >he igh t ;
, .  r  e i genvec l k r  =  t r p lTmage* * ) cvA I I oc ( s i zeo f  ( I p l Image* )  i  nE rgens ) ,

r r  f o r ( i - 0 ;  i <nE igens ;  i ++  )
r:, eigenvectr\rr t i I = cvcrealelmaqe ( face rngs iz e. rPL-DEprH-32F, r);

r  L � ,  aL l . . a t e  t he  : i ge r ra l u .  . r i : a !

r !  e i gova rMa t  =  cwc rea teMa t (  L ,  !E i ge . s ,  c v  32 ! c l  ) ;

t h E  a ' e : a g e d ; ( . 9 .
r pawgrrainrng = c!€re acermage ( face hgs iz€, rPL-DEPTjL32Fr 1);

:. calcLimit = cwTerfrcrileria( cv-TERttcRIT-rTERr nEigens, 1);

. ;  / /  . o rp r r :  avE rage  r i , age /  t i r g " i va l ! e5 ,  r nd  : ag :n !€c t c r :

r cvcal cEigenobj ect s (

: !  (wo id r )  f ace rnsk r ,
j., (void * , e igenvectAri,
]] C!-EIGOBJ NO CAI,IBACK.

j I pAwgTlainlng,
-ia eigenvalMat->dat a. fl) ;

3id!:tr.i !i{Data ( )

Eid srd.T!.ininsD.i.o
{

rir.6!ds . do!a!ir.5rd.@( .r.c.da!a.hr,, 0. c!_srcRrcE_cirlt ) l

r0 dY! .I!i( r .stc.@-'!!ig.a', nliga: );
11 Fclit.Irt( .TtainFs )i
1? dc'it.(,ilc6r@.F- Fei{uTfltlh!, cvrihliar(0,0)):
Lr @v!it.( t il6t6.r.-
11 @cri!.(r 6!d4, '@jet.dT?.inF.er|.!'. rjEr.dT!.tnta4rbr, @rtbrist(0,!)):
15 dc'ii.(ril.6ro!@-'NeTsillre'- rrBT'.inlrs, .v^t!!!i3i(0-0))i
16 f@(i-oi i<lliEcEi i+)

ra dr vroI200l j
re $i!rr( ero, '.iqYet_2d', i ):
,0 dc!i!.(r .6rd!s, v.ruE,.isve!^!!ril. d^rrrliar(o,0));

?r dR.r.!4Fir.6t(]a.( 6.r dld.e. )l
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I

cvMat r trainPersonNudla! - 0;
f r oa t '  p ro j ec ted res tFace  -  0 ;

r oad tace l f t gh ray  ( i t es t . t r l "  ) ,
p r i . t f  l i t d  t €s t  f aces  I oaded \n " ,  n l es tFaces )  r

if ( lroadrrainingoata(

,  ' r . j : . r
projectedTeslFace = (f Loat r)cwAlloc( .Eisensrsrzeof (f roat) ) ;

,  f o r  { 1=0 ,  i <n1e . tFaces ;  i r + )

int iNearest,

.vEise.Deconposite(
f ace rnsA r r  l i l ,
nEiqens,
eigenv€ctet,

. pAwgTrainlnq,
projectedlesrFace) t

iqhlror (P.ol€ctedrestEace) ;
= PersonNunlruthMat >data i(il;

da t ->da ta . i l iNea les t l  ;

'  p l i n t f ( i nea res t  =  i d ,  r t n t h  =  l d \ n " ,  . ea tes t ,  t 4 t h ) ;

t

Lines 12 15 add three matr ices and an
image to the same XML f i1e. The
buifin persistence lunctions save not
on y the row and column data, but all
the header information, as wel.  Heres
the XML that l ine 13 generates:

<eigenvalMat t!!e rdr"olene

14279064. 9614034.</data></eigsval

FIGURE 8. The iecognize 0 function
implements the recognition phase of
the eiSenfac€ Program.

The second parameter to the
ft : i te()  tunct ions is a str ing. The
string can be anything you like, but to
ensure uniqueness - and for c lar i tyS
sake it's usua ly a good idea to make
it the same as your var able name,

When you'v€ f in ished wri t ing
data, c lose the { ie and reease the f ie
storage as in line 24.

The Re(ognition Phase
Figure 8 shows the recognize o

flrnctlon, which impements the recognl
tlon phase of the egenface program. lt
hasjust three steps. Two of them - load-
ing the {ace images and projecting them
onto the subspace - are already familar.

As described above, the face
mages for recognition testing should
be listed ln a f le named iest.txt, using
the same format as ln train.txt. At line
8, the cal io 1@dracerf,Eafray 0
loads these lnto the faceh€rArr and
stores the ground truth for the person
lD number in personNLrir'Tluthl4at. This
step ls simiar to ine 6 of the leam{)
funct ion in Figure 4. Here, the number
of face images is siored in the local
varlable, nTe6tFaces.

We aso need to oad the global
var ab e nttainFaces, as well as most
of the other training data nEigens,
EigenvectA:rr, pAwTrainInq, and so
on. The iunction L@dTrainingData 0
in Fiqure 9 does that for us. Aqain,
opencv s persstence functlons make
thG step easy. To open file storage lor
reading, use the cv_sTolAGE READ
flag. Then, slmpLy ca I the approprlate
Read0 funci ion for each variable.
OpenCV ocates and loads each data
va ue n the XML flle bY name. When
the varable G a cvt4at type, opencv
creates a new matix for you automati
caly, then sets its data values.

The last Parameter in the Read0
function's interface is a default valLre. lf
a named variable is missing llom the
xML file, it wil be set to the default.
For polnter types such as the
matrices it's a good idea to set the
defauli to 0. You can then add a

FIGURE 9. Opencv's peBlst€nce
functions make iteasyto load the
sav€d trainins data from thexMLfil€.

I rn! r4drriDi'gD:ra(cvlA! H Frlarnla.d]{uht)

r til.st@4 . croFifil.6tdte'( '{4..d!!. nl', 0. cY-SIo,R GLREr! )j
I  i r {  ! l  . s r c . e  )

rr fFinrr(sr(l.t,

L1 ari@. cvn!.dl.rBexd(ril6t@e, 0, 'nEi9&3', 0)i
!BrXdE{1 .6!o!@, 0-'nrEi'F.c6'. 0)i

:? rjer.drEinr!-h! .
(cvrht r)wR..nat{aE(r .5td!t.. 0,'rj-!.drr.inr.6x.t'. 0):

r! FrBlr:inlre - (tplr*e r)dR..d3yxe(ril.6td.er. 0' 'a!srr.inlre'- 0)i
(IDrlrae d)@Aucl nTEirF..6i'61( IFIIrae ')):

:1 to(i-!j i<nEiglcj i*)

: :  du  vmu l2oo l  j
11 si'tr( vl:!.!- 'oisav&!-rd" i )j
:5 .isvEtbrtil ' (rDlh6e. r)dR.!dBvxr.(r 6rdas., 0. r.Ed6, !)l

:c cvn IssF 6rd:e!( [t .5!dts. ):
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FIGURE 10. fhe findNearestNeighbo! ()
function comput€s th€ dktance

from the project€d t€st image to each
projected training a€mpleto find the

clos€st training image.

va idation check to make sure these
pointers have a non zero value
before you use them. To simp ify the
example code, l've omitted these (and
simiar) va ldation steps from the
loadTlaininsData ( ) f unction.

After al the data are loaded,
the flnal step in the recogn t on phase
s to prolect each test image onto
the PCA subspace and locate the
closest prolected trainlng mage.
The for loop at Ines 16-34 of the
lecognize 0 funct on (Flgure 8)
lmpements this f inal  step. The cal
to cvEigenDecoryosite O, whrch
projects the test lmage, is s imiar to the
face-projection code ln the 1eam0
tunctton.

As before, we pass t the nurnber
of e genva ues (n!igens), and the array
of elgenvectors (eigdvectAfi). This
tme, nowevet, we pass a rest tmage,
instead of a tra ning image, as the
f l rst  parameter.  The output from
oEigenDecomposile 0 rs stored n a
loca variab e prcj ectedTestFace,
Because there's no need to store the
projected test image, ve used a c
array for projecledTestFace, rather
than an OpenCV matr ix.

Finding the Near€st Neighbor
As last month's adlcle expaned,

eigenface "recogn zes" a face im.qe by
looking forthe tralninq image thai's clos-
est to it n the PCA subspace. Find ng the
cosest tra nlng example in a earned sub
space is a very common Al technique
It 's caled Nearest Neghbor matching.

Figure 10 shows the code for the
f indNearestNeighbor 0 luncton. t
cornputes distance {rom the projected
test mage to each projected trainlng
example. The distance basis here is
"Squared Eucl idean Distance." As ast
month's co umn explained, to ca culate
Eucl idean distance between two
points,  you'd add up the squared dis
tance in ea.h dimension, then take the
square root of that sum. Here, we take
the sum, but skip the square root step.
The fnal resut is the same, because
the neighbor with the smalest distance
a so has the smalest squared dlstance,
so we can save some computation tlme

0y compar ng squareo va ues.
The for loop at lnes 6-22

computes the squared distance to each
projected trainng inrage, and keeps
track (ai l lnes 18 21)of wh ch tralning
image ls closest.

The return vaue ls the ndex of
lhe closest training mage In the
rcccsaize 0 function (Figure 8), this
return value is used, at l lne 31, to look
up the person lD number associated
with the nearest traininq lmaqe.

l a ra  <  r l aa  ^ r  ^ r  ^  , r ^  , r  f r ^m  rha

reccanize 0 functlon:

m srecognized as Subject I nstead of 4.

lmpnoving Eigenface
Having a framework llke thls for

trainng and testng wi l l  make i i
easier for you io add improvements to
elgenface and to test their effects.

One of the first improvements you
might want to add ls to change the
way dlstance is measured. The original
eigenface paper used Eucl idean
distances between points, and that's
the distance basls l 've used in
findNearestNeighbors 0. But a
d f ferent basis,  caled l \ ,4ahalanobis
distance (after ts lnventot, usually
gives better results.

one of the things that happens
when you project a face image onto
ihe PcA subspace is that each dlmen
sion receives a certain amount of
stretch. The amount of stretch isn't the
same, though, n every direction. The
dlrect ions that correspond to the
argest elgenvalues get stretched far
more than the dlrections associated
with sma ler eigenvalues. Because
Euclidean dlsiance jgnores this stretch
ng, using i t  to measure distance is
approximatey the same as using only
one eigenvector and ignoring the restl

it easy to switch from Euclidean
to lvlahalanobis distance. Just change

Not
mismaich:

badl We
image was

= 2

- 4

- 2
- 4
= 1

= 4

inL f indNed!estNerghbo!  ( I loat '  p !o jecLedle6LFace)
1

i double leastDi6lsq = DBI_II4AX;
:  in t  i .  iT la in ,  iNeares t  =  0 ;

!  fo ! ( iT la tn=0;  iT la in<nT la inFaces ;  iT la in++)

t
double distsq=o;

.  fo r  ( t=0 ;  i<nEigens ;  i++)
. {

ffoat d-i =

r  p ro jec tedTra inFaceMat ->data .  f I  { iT la in*nE igens  +  i l ;
! dislsq += d_i*d_i;
1, 1

I  i f  (d is tsq  <  leas tD is tsq)
{

r  ]eastDis lsq = d isrsq;
-  iNearest  = iTra in;
' r  I
, )

.  . .a"r"  t * "ut" .at
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. OpenCV on Sourcefoqe
lrltp.l / fiutcdogs.n'.l/ prolects/opencvllbr y

. Offlclal opencv Useryrcup
http://t.ch,groupe.yahoo,com/group/OpenCV

. Turlt M" Pentfan4 A., Fdce rccognition using eigenfacesr
Proc. IEEE Conf. on Computer Vision and Pdtt€rn
Recognition,199l.

' oRL Database
wwt .cl.cam..c.uk/t€aalrchldtg/atGrchivaf aced8tl
basa,himl

. Source code in this article can be downloaded from
wwa,cognotl6.com/oP€ncv/lervo.

I ne 15 in findNearestNeigrbors 0 trom

distsq += d ird i;

distsq += d_iad_i/eiqenvalMat - >data - f1 [i] t

Swtching to Mahalanobls distance eirninates the ms_
match error mentloned above, bringing recognition accuracy
up to 100o/o for these three subjects.

Where to Go From Here?
This artcle lntroduced severa new OpenCV concepts. You

can gain a deeper unde6tand ng of these from the OpenCV
documentatlon. The persislencefunction5, the cferrncrlteria
srrircr, and the cvqat datatype are descr bed in deta in the
CXCORE documentaton. The e genface funct ions are
described n the CVAUX documentation. The CVAUX documen_
tation isn't nked from the documentaton index page, butyou
can lind it in the documeniation subdirectory named ret.

f you want to incorporate eigenfa.e inio a systern thai
det€cts faces in live video, you'llf rst need to detecttheface, then
extract t into a separate lmage. Since each face mage must be
exacty the same size, the eatest way to do that is to define a
standard sze, say 50 x 50 pixels, ahead of t me. Then, when you
detect a face, you can use code like thls to extract and reslze lt:

/Fe ! r  pE.  aoF-  c  Re. . -  ' ! r j - t s -o .1en oRe. lseq .  0 ' .
oselrEgeRor (prtrEi *pEaceRect ) ,
IpIJMge * lFacelq -

oCreatelcae( sTD SIzx, IPr,_DEPII 0U, 1 );
sResizelphg, pFacelrg, cv_INER IREA );

There are more capabillt es bullt into OpenCV and many,
many rnore computer vison programs one can create using
this ibrary. I hope this shod series of a|ticles has given
you a taste of what's possible with OpenCV and perhaps
motivated you to exp ore more of its capabiittes.

8e seeing yoLr I

TTEER UJtnnlnc RollorTt
ut|rlrorfitcrvot!

De'o r  orooor 'o-d speed drreLto_ d'rd.+eer 'r9 witr
f  or /  tdo Rdo o Co' l .  ol  c- dn,re. b '  \  pl  r- l?s -si- 's t^o
s€pardte brush-type electrlc motors mounted right and leit
wlth our mixing RDFR dualspeed control. Used in many
succ€ssfu competitiv€ robots. Single joyst ck operation I u p
goes svaight aheod, down is rev€rs€. Pure I ght or left twir s
vehicle as motofs t!rn opposit€ directons.In between st ck
positons completey proportondl.  P LiSs in ike a servo to
your Futaba, JR, Niiec, ors m lar radio. Compdiib€with Syro
st€ering stdt, l izat ion, vdrous vot and dmp szes avdi lable.
The RDFR4TE 55V 754 per motor unt pctured abov€.
www.vantec.com
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